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GCI, Mature & Further Applied (Bringsjord et al.)

Objective

The driving goal of early GCI was the production of
computational systems able to prove Gddel’s two
incompleteness theorems (& other formal results) from first
principles with an unprecedentedly high degree of
autonomy, in significant part on the strength of integrating
deductive reasoning with analogical reasoning. Now, with
this integration retained, novel forms of analogical
reasoning that are completely non-deductive are being
specified, and a number of objectives are targeted,
including — on the mathematical-logic front — Godel's
Speedup Theorem from first principles, likewise the Gédel-
Rosser Theorem, and an array of (seven) additional

Technical Approach

This research draws from the state-of-the-art in
automated theorem proving/automated reasoning in
contemporary Al, from unprecedentedly expressive
formal, computational languages for modeling and
replicating the best of human reasoning in the formal
science, and from computational architectures and
corresponding models of human analogical
reasoning. Overall, the approach is to inform and
guide the best logicist Al available today with up-to-
date computational modeling of analogical reasoning
at the human level.

ampitious OB]E‘CEIVGS each of which has a detailed SOW.

Key Scientific Contributions

A new form of machine-discovery and
machine-assisted discovery
(analogico-deductive reasoning,
ADR) invented & validated in
domains of mathematical logic,
mathematical physics, cyber/nuclear
strategy, theory of just war, etc. Now,
ADR is extended to automated
inductive reasoning (AIR), and
applied to a series of challenges that
demand Al of unprecedented power.

DoD Benefit

(New, powerful class of automated A
and semi-automated reasoning
systems/representational frameworks
capable of answering queries over,
and making discoveries relative to,
\.complex and intricate information. __/
Shorter-term benefits will accrue from
the deployment of the newly invented
systems to nuclear strategy and —
coming — creativity in warfare.




List of 8 Project Goals

Invent, specify, and implement systems of automated & semi-automated
inductive reasoning, to include, first and foremost, automated analogical
inductive reasoning (AIR), and on those systems these AIR systems are
in turn based on (e.g. ATPSs).

Invent, specify, and implement systems of automated & semi-automated
belief (cognitive-operator) revision through time, based on systems in
Goal 1, and on those systems these AIR systems are based on (e.g.
ATPS).

Using the systems obtained by reaching Goals 1 & 2, enable Al to
establish Godel's Speedup Theorem from first principles, as well as, in
like manner, the G6del-Rosser Theorem.

Using the systems obtained by reaching Goals 1 & 2, enable Al to obtain
(additional) substantive theorems in formal physics.

Using the systems obtained by reaching Goals 1 & 2, enable Al to obtain
(additional) theory-of-mind-level problem-solving capacity.

Using the systems obtained by reaching Goals 1 & 2, adjudicate the
discontinuity debate in biology and comparative psychology.

Using the systems obtained by reaching Goals 1 & 2, make further
progress in the modeling and simulation of cyber/nuclear strategy.

Using the systems obtained by reaching Goals 1 & 2, make further



Great Computational Intelligence (GCI), Mature & Further Applied

Phase 1:|:

One-Year Extension

Phase 1:[

One-Year
Extension

GCIl Armamentarium:
Tools, Techniques, Reasoners, Formal Theory

Analogico-Deductive Reasoning (ADR) ¢ LISA & DORA
Cognitive Calculi for ADR: e.g., DCEC#* Corresponding Reasoners Made Available: Talos, MATR ¢ PAGI World (simulator) v1

Diagrammatic Reasoning/mVivid (v1) ¢« Analogico-Inductive Reasoning (AIR), initial

Analogico-Inductive Reasoning (AIR), mature « Computational Inductive Logics Invented, Implemented, She

Comprehensive Belief Revision/Updating Across: ADR/Associated Reasoners, AlR/Associated Reasoners, & PAGrT vvoria v2

applied to

Formal Science Domains

appl!

ied to

Formal Adversarial Domains

Computing viacrinie Proves
Gddelian Incompleteness

Initial Success: Infinitary Proof

Verification & Proof Generation
Computing Machine Proves Theorems in
Axiomatic Physics (special relativity)

i Ne'uroscientific

Evidence
Verifies Initial Theorems btained
in Axiomatic Physics
l Lottery Paradox Solved
GClI

Diagrammatically ~G0del-Rosser Theorem
Generates & Verifies Achieved by GClI
Theorems in
Axiomatic Physics

GCI Diagrammatically

Gt‘)de#s Speedup
Theorem Achieved by
GClI

Formal Physics Formal Logic |Creative Problem-SoIving‘ Bio

Piageer R SOW

Initial Claims of Woodger
“Debugged” & Machine-
Proved/Verified

Substantive Claims

of Woodger

“Debugged” &

Machine-
Cell-13-LeveProved/Verified

Problem-Solving
Achieved by GCI l

GCI Resources Used to

Formalize Discontinuity Debate

Nuclear Strategy

Cyber Strategy

|

Four-Agent Mod&Sim
for Predictions in
Nuclear Strategy, in
DCEC*

Implemented in
PAGI World

v

Analysis of
Cyberwarfare & JWT

Creative Warfare

SOW

Creativity in Wargaming:

Chess Variants via ADR &

Mod&Sim Applied to
Cyberstrategy (incl.
Cyberdeterrence)

Implemented in
PAGI World

AIR

\ 4
Creativity in
Wargaming: Infinitary
Chess via ADR & AIR




Today’s Sequence

Review for Context: Conceptof GClI, &
1. Reflecting on Some Hierarchies
2. A (not @) & our JAIC Paper
3. Can the formalisms & content be learned?

GCI. Formal Phvsics. Godelian “Insoluble” Time-Travel Paradox Solved

Automated Analogical Reasoning (under Automated Inductive Réasoning, not
Automated Deductive Reasoning): Miracle on the Hudson

On Progress Toward Automated Reasoning to Reach/Exploit Godel's Speedup
Theorem

On Progress Toward Formalized & Thereby Resolving the “Discontinuity Debate™:
FBT”

Re Some Pubs

For the (precious) few who want more Selmer on Al:
https://mindmatters.ai/podcast/ep101



https://mindmatters.ai/podcast/ep101

1. Refresher on, & the Nature of,
GClI ...



Great Computational Intelligence (GCI), Mature & Further Applied
Inaugural Concept of GCI
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Core ldeas @ Inception:
Great Computational Intelligence ...






/e’d said: “Even famous Al systems strike out.” — pre AlphaGt



We'd said: “The result must be provably correct
(even when won on the strength of inductive
reasoning).”



“Classic” ADR Result

Licato, J.; Govindarajulu, N.; Bringsjord, S.; Pomeranz, M.; Gittelson, L. 2013. Analogico-
Deductive Generation of Godel's First Incompleteness Theorem from the Liar Paradox.
In Proceedings of IJCAI 2013. Pdf


http://kryten.mm.rpi.edu/ADR_2_GTheorem_from_LP.pdf

1.1. Great Computational
Intelligence (GCI) & Hierarchies ...



Familiar Hierarchies (as context for characterization of GCI Itself)

Analytical Hierarchy

Arithmetical Hierarchy

2.9

11,
“We need to surmount >
G1V

2.0

Polynomial Hierarchy

(If “An Argument for P=NP” in (Bringsjord 2017) is sound, PH completely collapses.)

P C NP C PSPACE = NPSPACE C EXPTIME C NEXPTIME C EXPSPACE




A What about (oft vaunted) quantum computers?






Logic-Machines
Hierarchy

Pqg 2 RC

Turing MachinesIP q $1 R C
PH P q gg R C

P 9 %cRC




LM

A™H (Analytic Hierarchy)

AL

landcecane
TCAT I\JUUMPU [

Al,asa science, needs to say more
about where Al falls/can fall in the

Infinite Time Turing Machines (IT TMs)

A" H  (Arithmetic Hierarchy)

o0 o0 0.0

Ay

(decidable formulae)

Human Persons
(according to Bringsjord)

Human Brains
(according to Granger)

CH (Chomsky Hierarchy)

Turing Machines (TMs)

Linear Bounded Automata (LBASs)

Push Down Automata (PDAs)

Finite State Automata (FSAs)




1.2. Measuring
Great Computational Intelligence
(GCI):
& “Cognitive Consciousness”

A vs ®



Basic Idea, Intuitively Put

The level of (cognitive) intelligence/consciousness of an Al at a
time is a list of tuples (= matrix) giving eg the size of logical

depth of (at least) five measures for each cognitive operator (i.e.
for K, B, P, ...).

<|[Ka 1]]7 I[Ka 2]]7 SR IIKa 5]]7 a >

p

depth of knowledge size of supporting proof/argument

depth of quantification within outermost knowledge operator



Journal of Artificial Intelligence and Consciousness | Vol. 07, No. 02, pp. 155-181 (2020)

The Theory of Cognitive Consciousness,
and A (Lambda)

Selmer Bringsjord £] and G. Naveen Sundar







Example from Sim in IJCAI Paper

looking at one single chunk

-

AlB, 1] =2
AlB,2] =1
AlK, 1] =1
AJO, 1] =1

AJO, 1] =1
Al 1] =1
Al 2] =1
AlB,3] =1
A[B, 4] =



The application of A to
eg “Deep Learning”
machines implies that
they have zero cognitive
intelligence/cognitive
consciousness.




Al:MLn

A Turing machine as flow
'ﬁ graph, with an alphabet

percept

composed only of positive
integers.

(ny, Ny, ..., N ), k € Z*

action




vvcC Vil T AalICT WU 11ICAsSUlIC L ICT

Intelligence of any Al, not with g-
loaded tests of intelligence, but
with A-loaded tests of machine
Intelligence, in keeping with

Nacralaniaa ndiaia AL
SR P -

Al

percept action

.
» »




ca. 11 Axioms (Initially)
Plar

P2B
uDCEC;

C SpecRel
ofer:lit C £C

[A5] C(Va, f,t,t’' . B(a, holds(f,t)) AB(a,t < t') A =B(a, clipped(t, f,t')) = B(a, holds(f,t"))) Thel



What is the level of consciousness (= A value) enjoyed by this self-conscious robot?

https://motherboard.vice.com/en us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-
self-aware



https://motherboard.vice.com/en_us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-self-aware

1.3. Can GCI Formalisms
be (Machine) Learned?



Inductive Calculus

Requirements

* Requirement 1. Learn reasoning schemes from a minimal number of
examples?

Number of examples required should be bounded by the complexity of the
inference scheme.

N(I) < f(S(1))



Inductive Calculus

Requirements

* Requirement 2. Learnt information should be inspectable and
modifiable manually.

|deally, learnt information should be encoded as formulae in some logic.



Inductive Calculus

Solution

* Use shadowing and higher-order logic to solve these challenges
In the inductive calculus

Govindarajulu, Naveen & Bringsjord, Selmer & Peveler, Matthew. (2019). “On Quantified Modal Theorem
Proving for Modeling Ethics.” Electronic Proceedings in Theoretical Computer Science. 311. 43-49.
10.4204/EPTCS.311.7.



Inductive Calculus

Overview

Example inference as
formulae in inductive
calculus

..........................

Inductive
Calculus Second-order modal logic
Reasoner

Learnt
Reasoner

First-order modal logic

“Inductive Calculus: A Higher-Order Quantified Modal Logic For Learning Inference Schemata”
DOI: 10.5281/zenodo.3903803



Inductive Calculus

Syntax

s {P1o010A0 6V | Ve o)
E(9, ¢)



Inductive Calculus

Syntax

Q1. P
(2




Inductive Calculus

Inference

E(¢17 X °7¢n7w)
g(¢1777) /\g(an, )—>9(¢7 )

g((b, 17) Generalization operator

Generalization operator from:
Govindarajulu, N.S., Bringsjord, S., Ghosh, R. & Sarathy, V. (2019) “Toward the Engineering of Virtuous Machines." In Proceedings of the 2019
AAAI/ACM Conference on Al, Ethics, and Society, pp. 29-35.



Inductive Calculus

Example 1: Learning Infinitary Common Knowledge

C(¢)
K(al, K(GZ, e ;K(ana ¢)))

https://github.com/naveensundarg/prover



https://github.com/naveensundarg/prover

Inductive Calculus

Demo



2. Godelian “Insoluble” Time-
Travel Paradox Solved ...

—’ﬁib‘rﬂ- w:Rszl :::EsoE)

'_#-'.-H
-_—



3. Transition from ADR to
Automated Inductive Reasoning
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The Universe of Logics

% = first-order logic




Licatoan Inductive Inference
Schemata e.qg)



Licato, Boger & Zhang (2018)
Developed method for identifying
informal arguments (of ad hominem
form) from Reddit comments, to
address inter-annotator agreement

problem
SOURCE | | TARGET B*(¢s),BY(Msr),B" ((Msr A @s) — (pT)f
» . - Bmin(w,x,y) ((PT)
A £ | A
-B AN B*
proposals proposals
X
° - Data on schema use

- Argument schemas that are automated-

reasoner-friendly
- Automated reasoning tool capable of working
with formal schemas, unstructured text, and

everything in between

“MATR 2.0” - Some details were discussed in Licato’s presentation last year, & are at any rate available from him.



FOr Miracle on
Hudson:

. IDCEC* -




TEB

LGA



S(atc, capt, t1, Land(capt, t1,lga13))
.. B(capt, t1, B(atc, t1, Land(capt, t1,1ga13))) [l12] v

.. B! (capt, t1, Land(capt, t1, lga13)) [B'-def] /

TEB

“LGA”

LGA



. Land(capt, t2, teb) =oF* Land(capt,ts,lgars) [ = -def]

.. B?(capt, to, Land(capt, to, teb)) [B2-def] /

TEB

“LGA
unreachabl
e”

LGA



S(ate, capt, t3, Land(capt, t3, teby))
B(capt, ts, B(atc, t3, Land(capt, t3,teb1))) [I12] v
.. BY(capt, t3, Land(capt, t3, teb;)) [Bl-def] /

.. Land(capt, t3, hud) >7* * Land(capt, t3,teby) [ =2 -def] v
. B?(capt, t3, Land(capt, t3, hud)) [B2-def] v

TEB

“Okay, TEB”

“TEB
unreachabl
e”

LGA



S(ate, capt, t3, Land(capt, t3, teby))
B(capt, ts, B(atc, t3, Land(capt, t3,teb1))) [I12] v
.. BY(capt, t3, Land(capt, t3, teb;)) [Bl-def] /

.. Land(capt, t3, hud) >7* * Land(capt, t3,teby) [ =2 -def] v
. B?(capt, t3, Land(capt, t3, hud)) [B2-def] v

TEB

“Okay, TEB”

LGA



4Q
ShadowAdjudicator

Mike Giancola

® A nascent automated reasoner
for generating and adjudicating
arguments

® Builds upon ShadowProver

® Uses ShadowProver for
sub-proofs of
modal/FOL/PL formulae

® Implements an algorithm
and inference schemata for : —
generating arguments with
strength factors




Sl m UlatIOn [rather < 48 hrs]






4. Progress on
Speedup! ...
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Ascending Acceleration

2sec: 60mph  5.5sec: 100 mph  7.5sec: 150 mph

20 sec: 268 mph 520 sec: 17,000 mph

1 sec: 20,000 mph

light-gas gun

PrRec:h(x,0) = f(x); h(x,y") = g(x,y, h(x,y))

exponentiation: x¥ = x - x - ... x(row ofyxs)
super-exponentiation (tetration): x T (x T (x T - T x))(yxs)

a(z,y, z) = z{y)z and y(z) = a(z,z,x); then:

Ackermann

Function 3" = 3143 =7,625,597, 484, 987

1M 4 => 10199 (note: 101%° is googol)

QL2222
NN SN AN
=W N = O
— — N —
| | I |
_w N = O
N,

X:Z% v ZY wherex (k) = max productivity of ak —state TM




GOodel’s Speedup Theorem

Let ¢ > 0,and let f be any recursive function.

Then there is an infinite family F of 119 formulae such that:

1. Vo e F,Z; F ¢;and
2. V¢ € F,if k is the least integer s.t. Z;;q F* symbols y then 7z, #f(k) symbols 4



Al's Moving Beyond FOL to
SOL to ... Is Highly Advisable!

¢ Hummel, J. E. (2010) “Symbolic vs. Associative
Learning” Cognitive Science 34: 958-965.

¢ Hummel, J. E., & Holyoak, K. J. (2003) “A
Symbolic-Connectionist theory of Relational

Inference and Generalization” Psychological
Review 110: 220-264.

¢ Markman, A & Gentner, D. (2001) “Thinking”
Annual Rev. Psychol. 52: 223-247.

¢ & the reverse mathematicians!



Generalization of Inductive Calculus

* The inductive calculus shown in the previous slides applies only to
first-order modal calcul.

* GST requires an inductive calculus that is



Apply IC to go from G1 to GST

(work In progress)

ep Provability Constructions/Assumptions




Apply IC to go from G1to GST

(work In progress)

Provability ConstructO)/Assumptlons

E(QpapL)_j
e‘p‘vf — ps\

( GST
Min Proof Length Constructions/Assumptions




Second-order Inductive

Calculus

Same as first-order IC but we use

_’
g (@7 1/) Second-order generalization operator that can work with second-order logic

Formulation Progress

Implementation Progress

First-order IC

~80%

~75%

Second-order IC

~60%

~40%




5. Progress Toward
Resolving the
Discontinuity Debate ...
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(requires high A)
Infinitary False Belief
Task ...

X

4 X X
ﬂ (? AO?C-)



Framework for FBT9;

(five timepoints)

VR
~ L))

ai a2

a \/
q a formula in modal .Z" q <
e




Framework for FBT!,

(siX timepoints)

P 7N
om Om/ o] b2

ai a2

a \/
q a formula in modal .Z" q <
e




pone, a Decade AQO,
Formally &
Implementation/Simulation

Arkoudas, K. & Bringsjord,
S. (2009) “Propositional
Attitudes and Causation”
International Journal of
Software and Informatics

Iao:/lr;/tenélﬁsz.@iaﬁRICAl w_sequentcalc_04170
9.pdf

Propositional attitudes and causation

Konstantine Arkoudas and Selmer Bringsjord

Cognitive Science and Computer Science Departments, RPI
arkouk@rpi.edu, brings@rpi.edu

Abstract. Predicting and explaining the behavior of others in terms of
mental states is indispensable for everyday life. It will be equally impor-
tant for artificial agents. We present an inference system for representing
and reasoning about mental states, and use it to provide a formal analysis
of the false-belief task. The system allows for the representation of infor-
mation about events, causation, and perceptual, doxastic, and epistemic
states (vision, belief, and knowledge), incorporating ideas from the event
calculus and multi-agent epistemic logic. Unlike previous Al formalisms.
our focus here is on mechanized proofs and proof programmability, not
on metamathematical results. Reasoning is performed via relatively cog-
nitively plausible inference rules, and a degree of automation is achieved
by general-purpose inference methods and by a syntactic embedding of

the system in first-order logic.

1 Introduction

Interpreting the behavior of other people is indispensable for everyday life. It is
and it helps us not only to

something that we do constantly, on a daily basi:
make sense of human behavior, but also to predict it and—to a certain extent

to control it. How exactly do we manage that? That is not currently known,
but many have argued that the ability to aseribe mental states to others and to
reason about such mental states is a key component of our capacity to under-
stand human behavior. In particular, all social transactions, from engaging in
commerce and negotiating to making jokes and empathizing with other people’s
pain or joy, appear to require at least a rudimentary grasp of common-sense
psychology (CSP), i.e., a large body of truisms such as the following: When an
s p, and (2) believes that

agent a (1) wants to achieve a certain state of affai
some action ¢ can bring about p, and (3) @ knows how to carry out ¢; then,
ceteris paribus,’ a will carry out ¢; when a sees that p, a knows that p; when a
fears that p and a discovers that p is the case, a is disappointed; and so on
Artificial agents without a mastery of CSP would be severely handicapped in
their interactions with humans. This could present problems not only for artificial
agents trying to interpret human behavior, but also for artificial agents trying
to interpret the behavior of one another. When a system exhibits a complex
but rational behavior, and detailed knowledge of its internal structure is not

! Assuming that a is able to carry out ¢, that a has no conflicting desires that override

his goal that p; and so on.
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Framework for FBT,4

(nine timepoints)
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(ten timepoints)
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Humans Can Succeed

Neurobiologically normal, nurtured,
educated, and sufficiently motivated humans
can correctly answer any relevant query q for
the infinite progression, and prove that their
answer Is correct. For the obvious subclass
of queries (the form of which appear in the
box below), they can prove and exploit the
following lemma.

Lemma: Suppose FBTy, k € Z*, holds;

(i.e. that level k of FBT holds). Then, if & is even,
B>B; ...Bs t, where there are k + 1 iterated B;
operators; otherwise B1Bs ... B1Bs ¢, where there
again there are k + 1 iterated B; operators.




Passing to Probing Mastery
of the Specific Subclass

Experimenter to a: “At level k,
from which box will az attempt to
retrieve the objects on? Prove
it!”



Theoretical Machine Success on Infinite
FBT!

Theorem: Vq € %, can correctly answer and justify gq.
Le., 9t can pass FBT,,.

Ok, so this logic machine exists in the
mathematical universe: but does there

exist an implemented machine with this
power?

Yes ...



Simulation Courtesy of ...

ShadowProver!
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Level 1

“iname "Level 1l: False Belief Task "

:description "Agent al puts an object o into bl in plain view of a2.
Agent a2 then leaves, and in the absence of a2, al moves o
from bl into b2 ; this movement isn’t perceived by a2 . Agent
a2 now returns, and a is asked by the experimenter e: “If a2
desires to retrieve o, which box will a2 look in?” If younger
than four or five, a will reply “In b ” (which of course fails 2
the task); after this age subjects respond with the correct “In bl.”

Levell Belief: al believes a2 believes o is in bl.

:date "Monday July 22, 2019"

:assumptions {
:P1l (Perceives! al t1 (Perceives! a2 t1 (holds (In o bl) t1)))

:P2 (Believes! al t2 (Believes! a2 t2 (not (exists [?e] (terminates ?e¢ (In o bl))))))
:P3 (holds (In o bl) t1)
:Cl (Common! t@ (forall [?f 7t2 ?7t2]
(if (and (not (exists [?e] (terminates ?e ?f))) (holds ?f ?tl1) (< ?t1 7t2))
(holds ?f ?t2))))

:C2 (Common! t@ (and (< t1 t2) (< t2 t3) (< t1 t3)))
}

:goal (Believes! al t3 (Believes! a2 t3 (holds (In o bl) t3)))}



Level 2

{:name "Level 2: False Belief Task "

:description "Agent al puts an object o into bl in plain view of a2.
Agent a2 then leaves, and in the absence of a2, al moves o
from bl into b2 ; this movement isn’t perceived by a2 . Agent
a2 now returns, and a is asked by the experimenter e: “If a2
desires to retrieve o, which box will a2 look in?” If younger
than four or five, a will reply “In b ” (which of course fails 2
the task); after this age subjects respond with the correct “In bl.”

Level2 Belief: a2 believes al believes a2 believes o is in bl.

idate "Monday July 22, 2019"
;assumptions {
:P1 (Perceives! a2 t1 (Perceives! al t1 (Perceives! a2 t1 (holds (In o bl) t1))))

:P2 (Believes! a2 t2 (Believes! al t2 (Believes! a2 t2 (not (exists [?e] (terminates ?e (In o bl)))))))

:P3 (holds (In o bl) t1)

:C1l (Common! t@
(forall [?f 7t2 ?t2]
(if (and (not (exists [?e] (terminates 7e ?f))) (holds ?f ?tl) (< ?t1 ?t2))

(holds 7f ?t2))))
:C2 (Common! 1@ (and (< t1 t2) (< t2 t3) (< t1 t3)))}

:goal (Believes! a2 t3 (Believes! al t3 (Believes! a2 t3 (holds (In o bl) t3))))}



Level 3

{:name "Level 3: False Belief Task "

:description "Agent al puts an object o into bl in plain view of a2.
Agent a2 then leaves, and in the absence of a2, al moves o
from bl into b2 ; this movement isn’t perceived by a2 . Agent
a2 now returns, and a is asked by the experimenter e: “If a2
desires to retrieve o, which box will a2 look in?” If younger
than four or five, a will reply “In b ” (which of course fails 2
the task); after this age subjects respond with the correct “In bl.”

Level3 Belief: a2 believes al believes a2 believes o is in bl.

:date "Monday July 22, 2019"

:assumptions {

:P1 (Perceives! al t1 (Perceives! a2 tl1 (Perceives! al tl (Perceives! a2 t1 (holds (In o bl) t1)))))
:P2 (Believes! al t2 (Believes! a2 t2 (Believes! al t2 (Believes! a2 t2 (not (exists [?e] (terminates ?e (In o bl))))))))

:P3 (holds (In o bl) t1)
:C1 (Common! t@
(forall [?f ?7t2 7t2]
(if (and (not (exists [?e] (terminates ?e ?f))) (holds ?f ?tl1l) (< ?tl1 ?t2))
(holds ?f ?t2))))
:C2 (Common! t@ (and (< t1 t2) (< t2 t3) (< t1 t3)))}

:goal (Believes! al t3 (Believes! a2 t3 (Believes! al t3 (Believes! a2 t3 (holds (In o bl) t3)))))}



Level 4

{:name “Level 4: False Belief Task "

:description "Agent al puts an object o into bl in plain view of a2.
Agent a2 then leaves, and in the absence of a2, al moves o
from bl into b2 ; this movement isn’t perceived by a2 . Agent
a2 now returns, and a is asked by the experimenter e: “If a2
desires to retrieve o, which box will a2 look in?” If younger
than four or five, a will reply “In b ” (which of course fails 2
the task); after this age subjects respond with the correct “In bl.”

Leveld Belief: a2 believes al believes a2 believes al believes a2 believes o is in bl.

:date "Monday July 22, 2019"

:assumptions {

:P1 (Perceives! a2 t1 (Perceives! al tl1 (Perceives! a2 tl1 (Perceives! al t1 (Perceives! a2 t1 (holds (In o bl) t1))))))
:P2 (Believes! a2 t2 (Believes! al t2 (Believes! a2 t2 (Believes! al t2 (Believes! a2 t2 (not (exists [?e] (terminates ?e (In o bl)))))))))

:P3 (holds (In o bl) t1)
:C1 (Common! t@
(forall [?f ?t2 ?t2]
(if (and (not (exists [?e] (terminates ?e ?f))) (holds ?f ?tl) (< ?tl ?t2))
(holds ?f ?t2))))
:C2 (Common! t@ (and (< t1 t2) (< t2 t3) (< t1 t3)))}

:goal (Believes! a2 t3 (Believes! al t3 (Believes! a2 t3 (Believes! al t3 (Believes! a2 t3 (holds (In o bl) t3))))))}
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Simulation of Level 5 In Real Time
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A novel Form of machine learning
based on GCI formalisms:

Learning Ex Nihilo

(or Learning Ex Minima)







Bringsjord, S., Govindarajulu, N.S., Licato, J. & Giancola, M.
(2020) “Learning Ex Nihilo" Proceedings of the 6th Global
Conference on Atrtificial Intelligence (GCAI 2020), within
International Conferences on Logic and Artificial Intelligence at
Zhejiang University (ZJULogAl), in Dano Rang, J. &
Sutcliffe, G., eds., EPIC Series in Compu: 1-27
(Manchester, UK: EasyChair Ltd), ISSN: 2398-7340.
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