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GCI, Mature & Further Applied (Bringsjord et al.)

Objective

Key Scientific Contributions

Technical Approach

DoD Benefit

The driving goal of early GCI was the production of 
computational systems able to prove Gödel’s two 
incompleteness theorems (& other formal results) from first 
principles with an unprecedentedly high degree of 
autonomy, in significant part on the strength of integrating 
deductive reasoning with analogical reasoning.  Now, with 
this integration retained, novel forms of analogical 
reasoning that are completely non-deductive are being 
specified, and a number of objectives are targeted, 
including — on the mathematical-logic front — Gödel’s 
Speedup Theorem from first principles, likewise the Gödel-
Rosser Theorem, and an array of (seven) additional 
ambitious objectives each of which has a detailed SOW.

This research draws from the state-of-the-art in 
automated theorem proving/automated reasoning in 
contemporary AI, from unprecedentedly expressive 
formal, computational languages for modeling and 
replicating the best of human reasoning in the formal 
science, and from computational architectures and 
corresponding models of human analogical 
reasoning.  Overall, the approach is to inform and 
guide the best logicist AI available today with up-to-
date computational modeling of analogical reasoning 
at the human level.

A new form of machine-discovery and 
machine-assisted discovery 
(analogico-deductive reasoning, 
ADR) invented & validated in 
domains of mathematical logic, 
mathematical physics, cyber/nuclear 
strategy, theory of just war, etc.  Now, 
ADR is extended to automated 
inductive reasoning (AIR), and 
applied to a series of challenges that 
demand AI of unprecedented power.

New, powerful class of automated 
and semi-automated reasoning 
systems/representational frameworks 
capable of answering queries over, 
and making discoveries relative to, 
complex and intricate information.  
Shorter-term benefits will accrue from 
the deployment of the newly invented 
systems to nuclear strategy and —
coming — creativity in warfare.



List of 8 Project Goals
1. Invent, specify, and implement systems of automated & semi-automated 

inductive reasoning, to include, first and foremost, automated analogical 
inductive reasoning (AIR), and on those systems these AIR systems are 
in turn based on (e.g. ATPs).

2. Invent, specify, and implement systems of automated & semi-automated 
belief (cognitive-operator) revision through time, based on systems in 
Goal 1, and on those systems these AIR systems are based on (e.g. 
ATPs).

3. Using the systems obtained by reaching Goals 1 & 2, enable AI to 
establish Gödel’s Speedup Theorem from first principles, as well as, in 
like manner, the Gödel-Rosser Theorem.

4. Using the systems obtained by reaching Goals 1 & 2, enable AI to obtain 
(additional) substantive theorems in formal physics.

5. Using the systems obtained by reaching Goals 1 & 2, enable AI to obtain 
(additional) theory-of-mind-level problem-solving capacity.

6. Using the systems obtained by reaching Goals 1 & 2, adjudicate the 
discontinuity debate in biology and comparative psychology.

7. Using the systems obtained by reaching Goals 1 & 2, make further 
progress in the modeling and simulation of cyber/nuclear strategy.

8. Using the systems obtained by reaching Goals 1 & 2, make further 
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Axiomatic Physics (special relativity)

Mod&Sim Applied to 
Cyberstrategy (incl. 
Cyberdeterrence) 

Initial Success:  Infinitary Proof 
Verification & Proof Generation

• LISA & DORA

Analysis of 
Cyberwarfare & JWT

• Corresponding Reasoners Made Available:  Talos, MATR • PAGI World (simulator) v1

applied toapplied to

Lottery Paradox Solved

Phase 1

One-Year 
Extension

Phase 2

Comprehensive Belief Revision/Updating Across:  ADR/Associated Reasoners, AIR/Associated Reasoners, & PAGI World v2

Cognitive Calculi for ADR:  e.g., DCEC*

One-Year Extension

Phase 1

Phase 2

GCI Diagrammatically 
Verifies Initial Theorems 
in Axiomatic Physics

Creativity in Wargaming: 
Chess Variants via ADR & 

AIR

Creativity in 
Wargaming: Infinitary 
Chess via ADR & AIR

Formal Physics Formal Logic BioCreative Problem-Solving Nuclear Strategy

Piaget-MacGuyver Room

Cyber Strategy Creative Warfare

Four-Agent Mod&Sim  
for Predictions in 

Nuclear Strategy, in 
DCEC*

Gödel-Rosser Theorem 
Achieved by GCI

Gödel’s Speedup 
Theorem Achieved by 

GCI 

GCI 
Diagrammatically
Generates & Verifies 
Theorems in 
Axiomatic Physics

Cell-13-Level 
Problem-Solving 
Achieved by GCI

Initial Claims of Woodger 
“Debugged” & Machine-

Proved/Verified
Implemented in 

PAGI World

Neuroscientific 
Evidence 
Obtained

Implemented in 
PAGI World

Substantive Claims 
of Woodger 

“Debugged” & 
Machine-

Proved/Verified

GCI Resources Used to 
Formalize Discontinuity Debate

SOW SOW SOW SOW SOWSOW

SOW



Today’s Sequence
1. Review for Context:  Concept of GCI, & 

1. Reflecting on Some Hierarchies

2. Λ (not Φ) & our JAIC Paper

3. Can the formalisms & content be learned?

2. GCI, Formal Physics, Gödelian “Insoluble” Time-Travel Paradox Solved

3. GCI’s Key Transition from Analogico-Deductive Reasoning (ADR) to Targeting 
Automated Analogical Reasoning (under Automated Inductive Reasoning, not
Automated Deductive Reasoning):  Miracle on the Hudson

4. On Progress Toward Automated Reasoning to Reach/Exploit Gödel’s Speedup 
Theorem

5. On Progress Toward Formalized & Thereby Resolving the “Discontinuity Debate”:  
FBT∞

6. Re Some Pubs

7. For the (precious) few who want more Selmer on AI:  
https://mindmatters.ai/podcast/ep101

https://mindmatters.ai/podcast/ep101


1.  Refresher on, & the Nature of, 
GCI … 
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Inaugural Concept of GCI



Core Ideas @ Inception:
Great Computational Intelligence ...





We’d said:  “Even famous AI systems strike out.” — pre AlphaGo



We’d said:  “The result must be provably correct 
(even when won on the strength of inductive 

reasoning).”



Licato, J.; Govindarajulu, N.; Bringsjord, S.; Pomeranz, M.; Gittelson, L. 2013. Analogico-
Deductive Generation of Godel’s First Incompleteness Theorem from the Liar Paradox. 
In Proceedings of IJCAI 2013. Pdf

“Classic” ADR Result

http://kryten.mm.rpi.edu/ADR_2_GTheorem_from_LP.pdf
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1.1. Great Computational 
Intelligence (GCI) & Hierarchies …



Familiar Hierarchies (as context for characterization of GCI Itself)

Polynomial Hierarchy

Checkers:Chinoo
k

Arithmetical Hierarchy

Go:AlphaG
o

Analytical Hierarchy

Jeopard
y! -

Chess:  Deep 
Blue

“We need to surmount 
G1!”

(If “An Argument for P=NP” in (Bringsjord 2017) is sound, PH completely collapses.)

1 2



What about (oft vaunted) quantum computers?
GCI





GC
I

Logic-Machines 
Hierarchy

Turing Machines

PH

program

query logical system
(prop calc here)

automated reasoner

proof/argument checker



20

AI, as a science, needs to say more 
about where AI falls/can fall in the 
landscape.



1.2. Measuring 
Great Computational Intelligence 

(GCI):
& “Cognitive Consciousness” 

…



The level of (cognitive) intelligence/consciousness of an AI at a 
time is a list of tuples (= matrix) giving eg the size of logical 
depth of (at least) five measures for each cognitive operator (i.e. 
for K, B, P, …).

size of supporting proof/argumentdepth of knowledge

depth of quantification within outermost knowledge operator

Basic Idea, Intuitively Put







Example from Sim in IJCAI Paper
Λ[B, 1] = 2

Λ[B, 2] = 1

Λ[K, 1] = 1

Λ[O, 1] = 1

Λ[O, 1] = 1

Λ[I, 1] = 1

Λ[I, 2] = 1

…

looking at one single chunk

Λ[B, 3] = 1
Λ[B, 4] = ∞



The application of Λ to 
eg “Deep Learning” 
machines implies that 
they have zero cognitive 
intelligence/cognitive 
consciousness.



AI:MLn

AI
percept action

⟨𝑛𝑛1,𝑛𝑛2, … ,𝑛𝑛𝑘𝑘⟩,𝑘𝑘 ∈ ℤ+

A Turing machine as flow 
graph, with an alphabet 
composed only of positive 
integers.

?



AI
percept action

C

We will be able to measure the 
intelligence of any AI, not with g-
loaded tests of intelligence, but 
with Λ-loaded tests of machine 
intelligence, in keeping with 
Psychometric AI.



CA:  11 Axioms (Initially)

P2B

K2B

Intro

Incorr

Ess

¬CompE

Irr

Free

CCaus

TheI

Plan



https://motherboard.vice.com/en_us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-
self-aware

https://motherboard.vice.com/en_us/article/mgbyvb/watch-these-cute-robots-struggle-to-become-self-aware


1.3. Can GCI Formalisms 
be (Machine) Learned?

…



• Requirement 1: Learn reasoning schemes from a minimal number of 
examples? 

Number of examples required should be bounded by the complexity of the 
inference scheme. 

Inductive Calculus
Requirements



• Requirement 2:  Learnt information should be inspectable and 
modifiable manually. 

Ideally, learnt information should be encoded as formulae in some logic. 

Inductive Calculus
Requirements



• Use shadowing and higher-order logic to solve these challenges 
in the inductive calculus

Inductive Calculus
Solution

Govindarajulu, Naveen & Bringsjord, Selmer & Peveler, Matthew. (2019). “On Quantified Modal Theorem 
Proving for Modeling Ethics.”  Electronic Proceedings in Theoretical Computer Science. 311. 43-49. 
10.4204/EPTCS.311.7. 



Inductive 
Calculus 
Reasoner

Second-order modal logic

Example inference  as 
formulae in inductive 

calculus

Learnt 
Reasoner First-order modal logic

Inductive Calculus
Overview

DOI: 10.5281/zenodo.3903803

“Inductive Calculus: A Higher-Order Quantified Modal Logic For Learning Inference Schemata”



Inductive Calculus
Syntax



Inductive Calculus
Syntax



Generalization operator

Generalization operator from:
Govindarajulu, N.S., Bringsjord, S., Ghosh, R. & Sarathy, V. (2019) “Toward the Engineering of Virtuous Machines." In Proceedings of the 2019 
AAAI/ACM Conference on AI, Ethics, and Society, pp. 29–35.

Inductive Calculus
Inference



Inductive Calculus
Example 1:  Learning Infinitary Common Knowledge

Example inference

Input

Output

https://github.com/naveensundarg/prover

https://github.com/naveensundarg/prover


Inductive Calculus
Demo



2.  Gödelian “Insoluble” Time-
Travel Paradox Solved …



3.  Transition from ADR to 
Automated Inductive Reasoning 
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The Universe of Logics

Infinitary Finitary

Intensional Extensional
Deductive InductiveDeductive Inductive

Symbolic Diagram Symbolic Diagram Symbolic Diagram Symbolic Diagram



Licatoan Inductive Inference 
Schemata (e.g.)



- Data on schema use
- Argument schemas that are automated 

reasoner-friendly
- Automated reasoning tool capable of working 

with formal schemas, unstructured text, and 
everything in between

Automated reasoning tool capable of working 
with formal schemas, unstructured text, and 
everything in between

Argument schemas that are automated-
reasoner-friendly

Data on schema use

Licato, Boger & Zhang (2018)
Developed method for identifying 

informal arguments (of ad hominem 
form) from Reddit comments, to 

address inter-annotator agreement 
problem

“MATR 2.0” - Some details were discussed in Licato’s presentation last year, & are at any rate available from him.



For Miracle on 
Hudson:



LGA

TEB



LGA

TEB

“Birds”

ATC

“LGA”



LGA

TEB

ATC

“LGA 
unreachabl

e”

“TEB”

“LGA”



LGA

TEB

ATC

“TEB 
unreachabl

e”

“Hudson”

“Okay, TEB”



LGA

TEB

ATC

“Okay, TEB”



ShadowAdjudicator
• A nascent automated reasoner 

for generating and adjudicating 
arguments

• Builds upon ShadowProver

• Uses ShadowProver for 
sub-proofs of 
modal/FOL/PL formulae

• Implements an algorithm 
and inference schemata for 
generating arguments with 
strength factors

4Q

Mike Giancola



Simulation [rather < 48 hrs]





4.  Progress on 
Speedup! …
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Ascending Acceleration

Ackermann
Function

exponentiation:  𝑥𝑥𝑦𝑦 = 𝑥𝑥 ⋅ 𝑥𝑥 ⋅ … ⋅ 𝑥𝑥(row of𝑦𝑦𝑦𝑦s)
super-exponentiation (tetration):  𝑥𝑥 ↑ (𝑥𝑥 ↑ (𝑥𝑥 ↑ ⋯ ↑ 𝑥𝑥))(𝑦𝑦𝑦𝑦s)

1 sec:  20,000 mph

light-gas gun

20 sec:  268 mph 520 sec:  17,000 mph

PrRec:ℎ(𝑥𝑥, 0) = 𝑓𝑓(𝑥𝑥); ℎ(𝑥𝑥,𝑦𝑦′) = 𝑔𝑔(𝑥𝑥,𝑦𝑦, ℎ(𝑥𝑥,𝑦𝑦))

Σ:ℤ+ ↦ ℤ+whereΣ(𝑘𝑘) = max productivity of a𝑘𝑘−state TM

2 sec:  60 mph 7.5 sec:  150 mph5.5 sec:  100 mph



Gödel’s Speedup Theorem

!



AI’s Moving Beyond FOL to 
SOL to … Is Highly Advisable!
• Hummel, J. E. (2010) “Symbolic vs. Associative 

Learning” Cognitive Science 34: 958–965.

• Hummel, J. E., & Holyoak, K. J. (2003) “A 
Symbolic-Connectionist theory of Relational 
Inference and Generalization” Psychological 
Review 110: 220–264. 

• Markman, A & Gentner, D. (2001) “Thinking” 
Annual Rev. Psychol. 52: 223–247. 

• & the reverse mathematicians!



• The inductive calculus shown in the previous slides applies only to 
first-order modal calculi.

• GST requires an inductive calculus that is second-order.

Generalization of Inductive Calculus



(work in progress)
Apply IC  to go from G1 to GST 

Provability Constructions/Assumptions

Short Distance G1



Provability Constructions/Assumptions

G1

Min Proof Length Constructions/Assumptions

GST

Apply IC  to go from G1 to GST 
(work in progress)



Second-order Inductive 
Calculus

Formulation  Progress Implementation  Progress

First-order IC ~80% ~75%

Second-order IC ~60% ~40%

Second-order generalization operator that can work with second-order logic

Same as first-order IC but we use



5.  Progress Toward 
Resolving the 

Discontinuity Debate …
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Infinitary False Belief 
Task …

X X √
X

(requires high Λ)



Framework for FBT01

e

a

a2a1

o
b1 b2

q

(five timepoints)



Framework for FBT11

e

a

a2a1

on
b1 b2

q

(six timepoints)

om



Done, a Decade Ago,
Formally & 

Implementation/Simulation

Arkoudas, K. & Bringsjord, 
S. (2009) “Propositional 
Attitudes and Causation” 
International Journal of 
Software and Informatics
3.1:  47–65.http://kryten.mm.rpi.edu/PRICAI_w_sequentcalc_04170
9.pdf

http://kryten.mm.rpi.edu/PRICAI_w_sequentcalc_041709.pdf


Framework for FBT12

e

a

a2a1

on
b1 b2

q

(seven timepoints)

om



Framework for FBT13

e

a

a2a1

on
b1 b2

q

(eight timepoints)

om



Framework for FBT14

e

a

a2a1

on
b1 b2

q

(nine timepoints)

om



Framework for FBT15

e

a

a2a1

on
b1 b2

q

(ten timepoints)

om



Humans Can Succeed
Neurobiologically normal, nurtured, 
educated, and sufficiently motivated humans 
can correctly answer any relevant query q for 
the infinite progression, and prove that their 
answer is correct.  For the obvious subclass 
of queries (the form of which appear in the 
box below), they can prove and exploit the 
following lemma.



Passing to Probing Mastery 
of the Specific Subclass

Experimenter to a:  “At level k, 
from which box will a2 attempt to 
retrieve the objects on?  Prove 
it!”



Theoretical Machine Success on Infinite 
FBT!

Ok, so this logic machine exists in the 
mathematical universe; but does there 
exist an implemented machine with this 
power?

Yes …



ShadowProver!

Simulation Courtesy of …



Level 1



Level 2



Level 3



Level 4



Level 5



0

2.25

4.5

6.75

9

11.25

Level 1 Level 2 Level 3 Level 4 Level 5

Time (in seconds) to Prove



Simulation of Level 5 in Real Time



6.  Re Some Pubs



A novel Form of machine learning 
based on GCI formalisms:

Learning Ex Nihilo
(or Learning Ex Minima)





Bringsjord, S., Govindarajulu, N.S., Licato, J. & Giancola, M. 
(2020) “Learning Ex Nihilo'' Proceedings of the 6th Global 
Conference on Artificial Intelligence (GCAI 2020), within 
International Conferences on Logic and Artificial Intelligence at 
Zhejiang University (ZJULogAI), in Danoy, G., Pang, J. & 
Sutcliffe, G., eds., EPiC Series in Computing 72: 1–27 
(Manchester, UK: EasyChair Ltd), ISSN: 2398-7340.
https://easychair.org/publications/paper/NzWG

   

    
  

          
   

 
   

https://easychair.org/publications/paper/NzWG
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Med nok penger,  kan 
logikk løse alle 

problemer.
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