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Active Formalization in Human and
Artificial Reasoners (John Licato)

Research Objectives:

* O1 - Conduct research into
reasoning over representational
systems.

* O2 - Investigate the components of
active formalization (AF).

Technical Approach:

Year 1: Develop theory of representational
systems and identify, define, and collect data
for tasks to test

Year 2: Develop theory of active formalization;
implement algorithms for types of AF on
automated reasoner MATR

Year 3: Refine algorithms, rigorously test on
real-world applications, generalize

Key Scientific Contributions:

*expand our understanding of the
cognitive and logical roots of “good”
formal representations in machines and
people

tools and methods for better reasoning
(both human and artificial) over formal
and informal representational systems

DoD Benefits:

Advances in automated reasoning, leading to:

«an artificial reasoner being able to reason about, and
repair or improve, its own representational systems in
order to make it better match recently obtained
information.

«an ability to deploy artificial agents with rules of
behavior, even when those rules/laws contain informal
terminology

*more robustness in automated reasoning about t
limitations of, and purpose behind, such rules/laws



1.

2.

List of Project Goals

O1 - Conduct research into reasoning over
representational systems.

Conduct research into frameworks for representational systems, both
human and artificial, in order to understand, and ultimately
computationally model, reasoning over them.

Develop and test a framework for reasoning over both formal and
informal representational systems. Explore applications of such a
framework to real-world situations that artificial agents (e.g. autonomous
robots) might find themselves in.

Determine whether such a framework can be expressive enough to
apply the types of criteria used by human reasoners to evaluate
representational systems.

02 - Investigate the components of active formalization.

Develop an account of active formalization to the point where it can be
modeled computationally.

Determine what features an automated reasoner capable of performing
active formalization must have, and incorporate as many of these as
possible into one (such as the automated reasoning framework MATRS.



Progress Towards Goals (or New Goals)

New Accomplishments
(as of Summer 2020)

* Developed WG-A, a
framework for analogical
argumentation based on the
articulation model

—e (GOodelian Speedup Theorem

Year Three Goals:
Applications of Active
Formalization

* Develop MATR codelets for

ADR (01,02) — Completed metalogical,
machine-friendly formalization

* Rigorously test real-world — First to have machine-

applications of active discovered and machine-

verified a Godelian speedup
theorem (in MATR)

* Developing a gamified
framework for human-
machine agreements

formalization and squeezing
algorithms (02)



Active Formalization via Squeezing

Algorithms

Advocate

Necessary
conditions

Formal
Concept

\

Critic

Sufficient
conditions



Bartha's (2010) Articulation Model:

What is a good analogical argument? What makes dialogical
moves in assessing an analogical argument relevant?

Prior Association: “a clear connection, in the source -
domain, between the known similarities (the positive analogy)
and the further similarity that is projected to hold in the target AN
domain (the hypothetical analogy).” (94)

— The first goal of an [analogical] argumentative dialogue should be making %»\ i
the PA explicit, as: .

It allows us to clarify “whether there is reason to think the same kind of
connection could obtain in the target domain.”

We can “classify and evaluate analogical arguments on the basis of [the PA].”

— “Upper bound thesis” — The PA is an upper bound on the strength of the
analogical inference allowed; “at best, we may conclude that an

association of similar strength holds in the target domain” (103). Pl
Potential for Generalization: The PA must be transferable Reasoning
to the target domain in such a way that supports the '

THE CONSTRUCTION

conclusion of the analogical argument.

OF ANALOCGICAL

We might then say that a move in an argumentative dialogue
about analogy is relevant iff it contributes to PA or PfG

Iterative elaborations carried out through interactions
between an advocate and a critic

Paul E A. Bartha




WG-A

A “game’” to evaluate a
single analogical
argument

Variation of the warrant
game --- game where
shaping the warrant and
making it resistant to
attacks is the central
goal

Game played through an
in-browser app; no other
communication between
players; allowed moves
are highly restricted

Breaks down complex
task of analogical
argument assessment
into smaller (more Al-
reachable) reasoning
tasks

You are the eritic of this argument.
Src scenario Current Rule Tgt scenario

[Private communications are made through the mail L1 L [Private communications are made through home phones|
|A piece of mail is a physical object & JIF someone uses a service to ] - |A phone call is not a physical object
IThe post office is a government entity [Phone companies are not government entities
And: L3 And:
implies
[Reading someone else's mail without ission is immoral] I(‘f [THEN listening in on that person's ications through that service without their permission is immoral| If [Listening to someone else's phone call without permission is immoral|

Last Move: 0_c Created a rule: IF someone uses a service to communicate, THEN listening in on that person's communications through that service without their permission is immoral (2019-03-24 10:54:00.387096+00:00) Report user?

See full move history

Your move:

Look at the graphics above. The links between the different parts of the argument are labeled with red text. You can attack one of those links if they are weak (the rules for how to attack them differ slightly based on the link type). Which link would you like to
attack?

You are the advocate of this argument.

Src scenario Current Rule Tgt scenario
Private communications are made through the mail Private communications are made through home phones
A piece of mail is a physical object -> <-- A phone call is not a physical object
The post office is a government entity [Phone companies are not government entities
And: implies And:
|Reading someone else's mail without permission is immoral| <—- [THEN| - [Listening to someone else's phone call without permission is immoral|

(No moves have been made yet)
Your move:

‘You must create a rule that you think explains the two conclusions given. Your rule must be in IF x THEN y form.

Click here to see an example

Antecedent (IF part of the rule): |[antecedent

Consequent (THEN part of the rule):|iconsequent
Submit

Your move:
You have selected to attack the link between:

+ The rule's antecedent: someone uses a service to communicate
« The rule's consequent: listening in on that person's communications through that service
without their permission is immoral

In order to attack this successfully, you must demonstrate that the rule's antecedent implies the rule's
consequent. Consider only the rule's antecedent and consequent as worded above. Is the logical leap

between the two too much? Is it possible for the rule's antecedent to be true but the rule's consequent
to be false?

Explain your reasoning below. Explain carefully; this will be reviewed by your opponent and rejected
if they believe it is unfair. To cancel this attack and go back, type "back".

Submit



Warrant

-  Private communica

tions -

Private communications

are made through tl

physical ohfect

IF someone uses
a service to
privately
communicate

e made, through home
Jone
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dl =
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THEN listening to
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one’s
their
moral
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Positive and negative analogies combined into set of fact pairs /
factors. The set of explicit factors are those which are displayed,

and can be altered.

Warrant: something like a hybrid between the PA and PfG.
Toulmin-esque, but not quite. Currently must be in “if-then” form,
and capture relationships from (P U N) to Q and (P* U N*) to Q*
Red arrows: critical links which connect the pieces of the
argument together (and make it work).

Claim: Weaknesses in the PA or its PfG can be approximately
captured through attacks to one of the critical links.

Licato, J. &
Cooper, M. (2019).
Evaluating
Relevance in
Analogical
Arguments through
Warrant-based
Reasoning. In
Proceedings of the
European
Conference on
Argumentation
(ECA 2019).



WG-A ensures
relevance in
analogical
argumentation

- Private communications
are made through the
mail
A piece of mail is a
physical object

- The USPS is a partial
government entity

Reading someone’s mail
without their permission is
immoral

Warrant

IF someone uses
a service to
privately
communicate

THEN listening to
communications
made through that
service without
their permission is
immoral

- Private communications
are made through home
phones

- Aphone call is not a
physical object

- Phone companies are not
government entities

Therefore:

Listening to someone’s

phone call without their

permission is immoral

Evaluating Relevance in Analogical Arguments Through
Warrant-based Reasoning.

JOHN LICATO,
MICHAEL COOPER;
Advancing Machine and Human Reasoning (AMHR) Lab
Department o Computer cience and Engineering
Department of Philosophy
Univ i Fl

Arguments by
vance. For eximpl, <

WG-A can be used for
extracting evidentiary
hypotheses in legal
reasoning

Previously Argued Case

Agreed-upon facts

Candidate fact to be
proven
(factum probandum)

St

Sh

t;

Present Case Being Argued

Agreed-upon facts
(facta probantia)

to?

Candidate fact to be
proven
(factum probandum)

1
1
1
1
1
1
1
1
1
1
1
1
relevant I
1
1
1
1
1
1
1
1
1
1
1
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Assessing Evidence Relevance By Disallowing
Assessment

tof, Michsel Cooper

WG-A improves short-
term performance on
tests of scientific
reasoning (compared
to unrestricted
argumentative
dialogues)

SOUTH FLORIDA

Introduction

We describe WG-A (Warrart Game.
Aralogy). a ramework and software tool
for the evaluation of analogcal
arguments based on the Artculation
Model [1]. We report on prelimirary

studying argumentative reasoning.

WG-A: A Framework for Exploring Analogical Generalization and Argumentation
Michael Cooper Department of Picsoshy
indsayFeids, Mar Gabriel Badila, Joh Licato, Department of ComperSience snd Engineering
dvancing Machine and Human Reasoning (AMIAR) Ll
Univeritof South Forida

Discussion

Our results suggest WG-A has potential

in atleast two areas

1)t0 stugy and teach aralogical
inference, generalizaton, and
argmertation, and

2)3253 framework for the development
of automated reasaning,

Experiment 1's resuls suggest that WG-A
improved performance on the TSA. But It

Experiment 1

To determine whether WG-A produces
dto

Experiment 2

Results
Nosignificant

is not known why this efect seemed
deaved.

Used questions

abilty o

engaging in oper-ended dilogue.

anahyze an analogial argument.

for
communications between layers makes

arguments’ weakness counts and the

itidealfor
systems [3]. This suggests that WG-Als

count was strong, and vice versa

A places

U g o h g supevision.
e e vonens s wesness. [ mscosimeratyms vessatsidy [ e vk an oo st ve
. =i rpvmertnd [ oot sergi ot o weskoes st

Testof
Sciertific Argumentation (TSA) (2
immediatel following the task, and
again three days ater.

Resuits
The experimental group performed
significantly higher n the follow-up test
than in the nitial test.
Nosignicant correlation between
partidpation andtest performance.
The experimental group performed
significantly higher than the control

i on the follow-up tes. Both groups.
performed equally an the ritil test

References

‘WG-A: A Framework for Exploring Analogical Generalization and




Do WG-A and other argumentation games have value as
tools of introspection and implicit bias inoculation?

020 4

USF selects 23 research projects for funding in anti-racism effort
SEPTEMBER 9, 2020 | RESEARCH AND INNOVATION £ |w]in]|=]

A University of South Florida research task force working to address racial issues and attitudes on a local, national and global scale has
selected 23 projects exploring a wide range of issues in systemic inequality, economic and health disparities, Black history and
contemporary challenges for funding.

The USF Research Task Force on Understanding and Addressing Blackness and Anti-Black Racism in our Local, National and
International Communities, which was first announced by the university in July, selected the projects as a first-of-its-kind initiative
designed to create deeper understanding of complex issues while forging solutions and productive community partnerships. The
effort was prompted by several factors, including the long-standing issues of racism and institutional violence brought to the forefront
by the recent deaths of Black men, women and children due to excessive force from law enforcement, the disproportionate impact of
COVID-19 on the nation’s Black communities and other concerns.

Projects spanning eight USF colleges and all three campuses in Tampa, St. Petersburg and Sarasota-Manatee will be part of the year- Dr. David Ponton

Argumentation Games to Cognitively Inoculate Against Anti-Black Bias.
PI: John Licato, College of Engineering
Community Partner: Oakridge High School, Orlando

The project will study structured argumentation games (SAGs) as a means of inoculating against anti-Black racism. SAGs are
dialogue-based games in which the interactions between participants are subject to highly controlled rules designed by artificially
intelligent algorithms that can mitigate some of the damaging effects of unrestricted argumentative dialogues, such as what might
occur on social media platforms. Similar games have demonstrated cognitive inoculation effects, whereby participants build
resistance against misinformation. The project will explore whether SAGs have the potential to effectively reduce anti-Black bias.




Formal Reasonlng with MATR

Automated theorem proving
framework

Emphases: rapid deployment
of new logics, without having
to re-write an ATP from
scratch every time

Flexible “codelets” allow us to
quickly implement reasoner
variants

Developed in part with support
from AFOSR grant w/RPI

Allows smooth integration of
formal / informal / deductive /
iInductive reasoning 11




Remarkability of Speedup

For any p.r. function f and (sufficiently powerful) proof system T, there is a wff ¢

such that:

« T proves®

« T cannot prove ¢ in less than f(" ¢ 7) steps, but

» There is a higher-order proof system which subsumes T, which can prove ¢
in less than ™ ¢ ™ steps!

« Consider a p.r. function that grows ridiculously fast, e.g.

f(n) = nn%times)

* For any proof theory T (subsuming PA), there's a formula
¢ that can’t be proven by T in less than f("¢") steps

« But by increasing the expressive power of T, that formula’s
proof becomes dramatically shorter (on the order of f(n))

* A powerful demonstration of the benefits of higher-order
reasoning

 Basic trick: “This formula cannot be proven by 7T in less than f("¢") steps.”



Step 1: Create metalogical formalism able to
express relations

Towards Concise, Machine-discovered Proofs of Gédel’s Two Incompleteness
Theorems

Elijah Malaby, Bradley Dragun, John Licato
Advancing Machine and Human Reasoning (AMHR) Lab
Department of Computer Science and Engineering
University of South Florida

Abstract

There is an increasing interest in applying recent advances in
AT to automated reasoning, as it may provide useful heuris-
i d-ord

Accountability through Traceable Reasoning), a new auto-
mated i Asap pt, we in-
troduce a metalogic capable of expressing proofs of Gédel’s
eorems, and show how MATR can be

tics in reasoning over in first-order, ;
or even meta-logics. To facilitate this research, we present
MATR, a new framework for automated theorem proving ex-
plicitly designed to casily adapt to unusual logics or inte-
grate new reasoning processes. MATR is formalism-agnostic,
highly modular, and programmer-friendly. We explain the
high-level design of MATR as well as some details of its
implementation. To demonstrate MATR'’s utility, we then de-
scribe a formalized metalogic suitable for proofs of Godel’s
Incompletencss Theorems, and Teport on our Progress us-
ing our metalogic in MATR to semi-autonomously gencrate
proofs of both the First and Second Incompletencss Theo-
rems.

Introduction

An emerging body of literature seeks to apply the recent ad-
vances of machine learning and deep networks to the field of
automated theorem proving. For example, given a partially
completed deductive proof, deciding which inference rules
to apply might be a task that modern Al is particularly well-
suited to (Wang et al. 2017; Piotrowski and Urban 2019;
Kaliszyk et al. 2018; Lederman, Rabe, and Seshia 2018;
Kaliszyk, Chollet, and Szegedy 2017; Alemi et al. 2016).
Improved decision-making heuristics in automated reason-
ing arc especially important in proofs using non-classical
formalisms, such as second-, higher-, or meta-logics. Such
logics can sometimes allow for the expression of com-
plex proofs in far fewer steps than might be required in
a first-order logic (Buss 1994; Smith 2007). However, this
increased expressive power also considerably expands the
search space of any proof done in such logics, mandating
the need for said improved heuristics.

However, a platform to easily experiment with applying
Al to a plurality of logical formalisms does not exist; at
least not in a way that jointly satisfies desiderata that we
will state shortly. In this paper, we will describe our progress
in ing these goals by i \TR (Machine

Copyright © 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

used as a platform for developing Al systems capable of dis-
covering and reasoning over such proofs.

MATR is based on the following design principles:
P1. The underlying control system should be as
formalism-agnostic as possible. MATR began as an in-
house tool to very quickly test the formal representations
and inference rules related to variants of the Cognitive Event
Calculus (Arkoudas and Bringsjord 2009; Bringsjord and
Govindarajulu 2013; Licato et al. 2014; Bringsjord et al.
2014; 2015), whose visual style was inspired by the dia-
grammatic, flowchart-like aesthetic of Slate (Bringsjord et
al. 2008) and the indented subproofs of Fitch-style natu-
ral deduction (Barker-Plummer, Barwise, and Etchemendy
2011). Instead of creating an automated theorem prover
from scratch for each new formalism, it was decided that
amore flexible with easily i h le parts
would be a better long-term strategy.
P2. Semantics should be contained in the codelets and
other interchangeable parts. Any actions requiring seman-
tic understanding of the contents of the nodes in MATR
should be contained in one of MATR’s interchangeable
parts, preferably its codelets. Codelets are independently op-
erating programs which perform the bulk of the work in
MATR, and are described more later in this section. Syntax
checking, carrying out inference rules, recording type infor-
mation, and even knowing whether a proof is completed are
tasks delegated to individual codelets. This is also meant to
enable rapid depl and testing of log-
ics (e.g. higher-order, modal, inductive, informal, etc.). One
trade-off of this flexibility is that it is entirely possible for
a set of codelets to be mutually incompatible. Accordingly,
MATR also allows for pre-built configurations to be loaded
in the form of a YAML text file. For example, if one wishes
to use MATR as a natural deduction reasoner for standard
first-order Peano Arithmetic, such a configuration will al-
ready be available to load.
P3. Codelets must be programmer-friendly, allowing
for easy implementation and changes of inference rules

between proof systems

Malaby, E., Dragun, B., & Licato, J.
(2020). Towards Concise, Machine-
discovered Proofs of Godel's Two
Incompleteness Theorems. In
Proceedings of The 33rd International
Florida Artificial Intelligence Research
Society Conference (FLAIRS-33).
AAAI Press.

13
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Step 2: Prove a variant of speedup in this
new metalogical formalism




L Vx(o(x) <> =PB(Zi, x,"¢(x) "))
2. ViVy (pe(Zi,x) A gt(x,y) — pe(Zi,y))
3. Vi Vy (gt(y,x) APB(Zi,x, " pc(Zi,y)") = pc(Zi,y))
4. gt(f(+(k, ), f(k))
5. gt(f(+(k, c)), +(f(k),d))
6. gt(+(f(k),d), ps("o(+(f(k),d))™))
7. o(+(f(k),d)) < ﬂPB(Z +(f(k) d),” ( (f(k),d))™)
8. =PB(Z;, +(f(k),d),"¢(+(f(k),d))™) — ¢(+(f(k),d))
9. p(+(f(k),d)) = —PB(Zi, +(f(k),d),"o(+(f(k),d)) ")
10. Yy (gt(y, f(k)) A PB(Zi, f(k), "pe(Zi, y) ™) — pe(Zi, y))
11. gt(f(+(k, c)), f(k)) A PB(Zi, f(k), "pe(Zi, f(+(k,c))) ") = pe(Zi, f(+(k, c)))
12. Yy (pe(Zi, f(+(k, ¢))) A gt (f (+(k c)),y) = pc(Zi,y))
13. pe(Zi, f(+(k, ©))) A gt(f(+(k, €)), +(f(k), d)) = pe(Zi, +(f(k),d))
14. PB(Z;, f(k), "pe(Zi, f(+(k,c)))7)
15. gt(+(f(k),d), ps("o(+(f(k),d))™))
16 ~6(+(F(K). )
17. PB(Z, f(k), "pc(Zi, f(+(k,c)))™)
18. gt(f(+(k,c)), f(k)) A PB(Z;, f(k), "pc(Zi, f(+(k,c)))™)
19. pc(Z;, f(+(k, c)))
20. pe(Zi, f(+(k, <)) A gt(f(+(k, c)), +(f(k),d))
21. pc(Z;, +(f(k), d))
22. ~=PB(Zi, +(f(k),d),"¢(+(f(k),d))™)
),d), "o (+(f(k),d))7)

23. PB(Z;, +(f(k
24. p(+(f(k),d))
25. 1

26. p(+(f(k),d))
27. =PB(Zi, +(f(k),d), "p(+(f(k),d))7)
28. PB(Z +(f(k),d), "o (+(f(k),d))7)
29. 1

30. =PB(Z;, f(k), "pc(Zi, f(+(k,c)))7)

VE : 1
—~E:7

—~E:7
VE : 3
VE : 10
VE : 2
VE : 12

pc(Z,n) = partial
consistency: Z is
consistent on all
formulae <=n in size

PB(Z, b, p ") = proof-
bounded: the shortest
proof of pin Zis <= b

in size.

Reit : 6

Reit : 14

AL 4,17

— E: 11,18
AL: 519

— E: 13,20
— E: 8,16
-E: 22
Par.Con. : 21,23
1E: 16,24
1T:25

— E: 9,26
PBI : 15,26
1E: 27,28
-I:29

- Entire proof above (P) is in Z;, thus can be simulated in Z,,,
- Size of P is fixed, or linearly increases with size of f's definition, since it reasons about

consistency of Z, rather than within Z,

- Thus, a proof of phi exists in Z,, of size |" P 7| <<™ P 7 << {("

P 7). QED



Interpretive Arguments:
Is x an instance of y?

If expression E occurs in document D, E has a setting of S,
and E would fit this setting of S by having interpretation |,
then E ought to be interpreted as | (Sartor et al. 2014)

Some types in legal reasoning

(MacCormick and Summers

1991):

« Arguments from ordinary meaning

« Arguments from technical
meaning

« Arguments from precedent

« Arguments from analogy (related:
CBR)

« Arguments from history

« Arguments from substantive
reasons

Open-textured predicates:
“Exceptions to traffic rules may
only be allowed if actions are
taken to avert a threat of danger”

Study of these gives us normative
guidelines for active formalization
(in both artificial and human
reasoners)

Recognition, evaluation,
generation, and use of interpretive
argumentation is far beyond
current Al SOTA (yes, even DL 7



Loopholes exploit formal/informal misa

An interpreting method, in representation R € R*,
takes some description of a case C and evidence
that C is an instance of symbol s, and returns
some confidence that C is an instance of s.

Not necessarily referentially transparent (particularly in
informal RSes!)

The form of the case and allowed arguments is method-
specific (e.g., interpretive arguments vs. fully well-formed
formal proofs)

A boolean interpreting method always returns “True’ or
‘False’

The determination of which symbol an interpreting method is
supposed to recognize is made by the semiotic function

A representation recognizes s through S if it has a
boolean interpreting method S for s.

Note that two methods in different representations may
recognize the same symbol, but fail to agree on all possible
inputs

A representation may also have another method for
identifying exceptions, which may override S

Assume (1) the formal representation FEF* is
supposed to capture an informal representation
I€l* in order to ban it, and (2) both Fand /
recognize s through F.S and I.S, respectively

F.S overshoots /.S on ¢ when F returns ‘True’ for case c, but
I returns ‘False’

F.S undershoots /.S on ¢ when F returns ‘False’ for case c,
but / returns ‘True’

OKAY KILLER, WHAT DO
YOU WANT FOR YOUR
LAST MEAL.

ignment

THE
EXECUTIONER.

Smbc-comics.com

Licato, J. & Mariji, Z. (2018).
Probing Formal/Informal
Misalignment with the
Loophole Task. In
Proceedings of the 2018
International Conference on
Robot Ethics and Standards
(ICRES 2018).
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Smart contracts - simple to complex

Digital Smart right Basic smart Multiparty ibu Distributed Distributed Distributed
value and contract smart i OUS autonomous autonomous autonomous
exchange obligation contract Jusiness organization government society

A family member Consumer buys a Landlord remotely  Seller lends buyer U ivi Settlers of a Groups of settlers
sends some bitcoin digital locks nonpaying fl.llﬂ!ln m’mﬁm previously from different

to another family content stream tenant out of buy a house : . iveri uninhabited area areas establish self-
member apartment code their own enforcing trade

self-enforcing agreements
govemnment
Services

Use case examples

Simple

Source: https://blockchainhub.net/smart-contracts/

« Contract is specified in code, not natural language (i.e., machine-
readable, subject to formal proof methods)

» Participants can assume that if the conditions are met, the contract will
independently and reliably trigger (whether or not through blockchain)

» But without open-textured predicates, they will never be a replacement for
contracts, laws, rules, etc.


https://blockchainhub.net/smart-contracts/

Claim: Interpretive reasoning is inevitable in man/machine agreements, rules,
etc. Sooner or later, we need to teach Al to do it better!

“The mterpretation of constitutional principles must
not be too hiteral. We must remember that the
machinery of government would not work 1f 1t were
not allowed a little play mn 1ts jomnts.” - O. W. Holmes

Robot is given set of commands:

* Local / national / international laws

« Ethical codes of conduct

» Mission-specific commands
At some level, these commands will contain
informal, open-textured predicates (IOPs); else,
they will be inflexible and easy to break using
bad-faith antagonist strategy (e.g., fooling DNs)
How can we sure the robots perform
interpretive reasoning / active formalization in a
human* way?
Solution 1: Sharpen these IOPs ahead of time
Solution 2: Give the robot the ability to detect,
generate, and assess interpretive arguments
Both solutions are complementary; both also
require more research in interpretive
argumentation

Problems of Autonomous Agents following Informal, Open-textured
Rules*

Ryan Quandt' - John Licato?

MHR) Lab'?

Quandt, R. & Licato, J. (2019). Problems of Autonomous
Agents following Informal, Open-textured Rules. In Proceedings
of the AAAI 2019 Spring Symposium on Shared Context.

Quandt, R. & Licato, J. (2020). Problems of Autonomous
Agents Following Informal, Open-Textured Rules. In Lawless,
W.F., Mittu, R., & Sofge, D.A., eds. Human-Machine Shared
Contexts. Academic Press.
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What would a world look like where people and machines could
negotiate, and be held to, smart contracts?

What kind of reasoning is necessary to:
negotiate smart contracts (with open-texturedness)

evaluate them (fairness, reasonability, necessity, alignment
with long term goals, ...)

navigate ambiguity in open-textured terms

generate arguments in support or against interpretations
evaluate such arguments

adjudicate conflicts

etc.




« Strategy games can be an excellent test environment with rich scenarios
and contexts

« But agreement mechanisms in most games (all games with Al players) are
primitive

» Even within these simplified negotiation domains, the Al reasoning is poor

 What can SOTA Al do? Likely not much bett sid meiers civilization vi

Discussions Screenshots Artwork Broadcasts Videos Workshop News

LA, All
ey A ]
Civ6 - General Discussions ‘ji..h‘u""" L

Sid Meier's Civilization VI > General Discussions > Topic Details

CIVILIZATION VI

Forums

Home

) Greg Bahm ~ ™ Feb 17,2019 @ 2:04pm

Al offers bad deals for my great works
every turn

| get offered a bad deal from an Al civilization almost every turn. It's always "Hey trade me

— LLXLURY RESOURCES
2 Truffles 1)

W amber (2)

= STRATEGIC RESOURCES
E= Iron [3)

o Coal (10)

ACCEPT EMBASSY

PEACE TREATY (10 turn
sardica

Lamn o amn

Sid Meier's Civilization VI > General Discussions > Topic Details
a vivekvp v & Jun 17,2017 @ 3:17pm

Terrible Deals!!!!

Why is it when | try to make a deal - the Al demands insane things it would never accept
from me. | offer spices for trade, then want 200 gold and 76 per turn. When they deal with

me it like spice for 19 gold an 1 per turn.... But for anything | trade....

your holy relic for my coffee and a few gold." And the next turn, a different civilization says
"Hey trade me your two great works of art for some of my coal and horses." Over and over
and over and over with slight variations.

| o
Fold (1)

rak (1) L4
RATEGIC RESOLURCES

.....

Check Infolddict

.
.
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Future Work: Pactum in Codice
(working title)
A framework for human / machine agreements that

uses a form of smart contract

Designed at an abstract level, applicable to many
strategy games: Freeciv, Civ 6, CK3, EU4, etc.

Will allow for study of interpretive reasoning,
negotiation-based planning, designing rules for both
people and Al to follow, etc.

Can be used as testbed for models of trust and human-
machine teaming

Activation Conditions

Time elapsed Output Events
Transfer of mone

Player presses buttyon ; ; France has a casus belli
Combination Funds are automatically

LOgiC o tr;l.nsf(?rredt o

Player acts aggressively towards wnersnip or contesie
France resource changes
Player assists N. Korea in obtaining
weapons
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